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FOREWORD
A Parable

There was once a man who operated a complex system. The system
required the man to enter a number when a screen flashed A and enter a
different number when a screen flashed B. One day the operator en-
tered the A number when the B cue appeared. The number told the
machine to blow up instead of to shut down.

It took people a long time to figure out what had happened. When
they thought they had, a lot of people concluded that the aceident was
caused by “operator error,” by which they meant that the man who
entered the wrong number had made an error, and that was all one
nceded to know. Some people said the man should have checked him-
self. Some said he should have been better trained, and some even said
he had been ill-suited for the job.

But some reputedly enlightened people came along and said it wasn’t
fruitful to blame the operator. They spoke of such things as good de-
sign and understanding how humans solve problems, of workload and
of competitions among goals. People gathered around them, for they
scemed to utter truth. The enlightened people said the failures had been
made by the organization, which is to say by people such as managers
and designers.

Thereupon the startled management people cried, “But we didn’t en-
ter the inappropriate numbers.”

“No, but you created the poor conditions for the entering of the num-
bers,” said the enlightened people.

But the designers called out, “We followed the commandments of
our profession so we are blameless!”

To them the enlightened people said, “Revise your profession.”

Whereupon all the organizational and design people cried, “But we
didn’t know what the consequenees would be!” And someone else said,
“We all have deadlines and budgets to meet, you know.”

“And remember you have the benefit of hindsight,” said a small voice
in the erowd.

To this, the enlightened people didn’t know what to say, for there
scemed to be some truth in these lamentations.




“What should we do differently next time?” “And how do we know
that the fixes you suggest will be worth the fortunes required?” asked
the organizational people.

To these questions, also, the enlightened people were hesitant in their
response.

Thereupon, there arose a tremendous confusion and all the people
began speaking in different languages and they could not understand
one another.

This is the state we are in now.
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PREFACE

An International And Cross-Disciplinary Discussion
On Human Error

One of the factors that greatly heightened the visibility of the label
“human error” was the Three Mile Island accident in the spring of 1979.
This highly publicized accident, and others that came after, drew the
attention of the engineering, psychological, social science, regulatory
communities, and of the public to issues surrounding human error. The
result was an intense cross-disciplinary and international consideration
of the topic of the human contribution to risk over the last 15 years.
One can mark the emergence of this cross-disciplinary and interna-
tional consideration of error with thc “clambake” conference on
human error organized by John Senders and Ann Crichton-Harris at
Columbia Falls, Maine in 1980 and with the publication of Don
Norman’s and Jim Reason’s work on slips and lapses (Norman, 1981;
Reason and Mycielska, 1982).

Of course, as always, there was a great deal that led up to these events
and publications, e.g., a longer tradition of concern with human error
in human factors (Fitts and Jones, 1947; Singleton, 1973), in labora-
tory studies of decision biases (Tversky and Kahnemann, 1974), and in
risk analysis (Dougherty and Fragola, 1990).

The discussions have continued in a wide variety of forums, includ-
ing the Bellagio workshop on human error in 1983 (cf., Senders and
Moray, 1991), the Bad Homburg workshop on new technology and
human error in 1986 (Rasmussen, Duncan, and Leplat, 1987), the World
Bank meetings on safety control and risk management in 1988 and
1989 (e.g., Rasmussen and Batstone, 1989), Reason’s elaboration of
the latent failure approach (1990), thc dcbate triggered by Dougherty’s
editorial in Reliability Engineering and System Safety (1990),
Hollnagel’'s Human Reliability Analysis: Context and Control (1993)
and a series of four workshops sponsored by a U.S. National Academy
of Sciences panel from 1990 to 1993 that examined human error from
individual, team, organizational, and design perspectives.

The cross-disciplinary and international consideration of the topic of
error rc-examined common assumptions, dcveloped and extended con-
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cepts and theoretical frameworks. Various participants have used these
frameworks to gather data from field experiments and to examine inci-
dents and accidents in a new light. The result is a new look at the hu-
man contribution to safety and to risk. This “new look” is not concep-
tually homogenous. There is no complete consensus among the partiei-
pants in these discussions, although there are some generally commonly
held assumptions and interpretations of the evidence. It is not a mature
body of work, but rather a road map for posing new questions and for
examining unresolved issues in new ways.

Our approach has been heavily influenced by this debate. In fact, we
attempt to provide a summary of the basic premises that have emerged
from it, in Chapter 2. This overview is essential to provide the reader
with some perspective on a set of concepts that reverberate throughout
the other parts of this book.

The Diversity Of Perspectives On Human Error

Human error is a very elusive concept. Over the last 13 years we
have been involved in many discussions about error with specialists
having widely different perspectives. Some of the professions inter-
ested in error are operators, regulators, system developers, probability
reliability assessment (PRA) specialists, experimental psychologists,
accident investigators, and researchers who directly study “errors.”
We are continually impressed by the extraordinary diversity of notions
and interpretations that have been associated with the label “human
error.” The parable included as a foreword tries to capture some of
the kinds of interchanges that can arise among representatives of dif-
ferent perspectives.

The label “human error” is inextricably bound up with extra-research
issues. The interest in the topic derives from the real world, from the
desire to avoid disasters. The potential changes that could be made in
real-world hazardous systems to address a “human error problem” in-
evitably involve high econsequences for many stakeholders. Huge in-
vestmentshave been made in technological systems that cannot be eas-
ily changed because some researcher claims that the incidents relate to
design flaws that encourage the possibility of human error. When a
researcher claims that a disaster is due to latent organizational factors
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and not to the proximal events and actors, he or she is asserting a preroga-
tive to re-design the jobs and responsibilities of hundreds of workers
and managers. The factors seen as contributors to a disaster by a re-
searcher could be drawn into legal battles concerning financial liability
for the damages and losses associated with an accident. Laboratory
researchers may offer results on biases found in the momentary reasoning
of college students while performing artificial tasks. But how much these
biases “explain” the human contribution to a disaster is questionable,
particularly when the researchers have not examined the disaster, or
the anatomy of disasters and near misses in detail (e.g., Klein, 1989).

One cannot pretend that research in this area can be conducted by
disinterested, purely objective, detached observers. Researchers, like
other people, have certain goals that influence what they see. When the
label “human error” becomes the starting point for investigations, rather
than a conclusion, the goal of the research must be how to produce
change in organizations, in systems, and in technology to increase safety
and reduce the risk of disaster. Whether researchers want to recognize
it or not, we are participant observers.

Our experiences in the cross-disciplinary and international discus-
sions convince us, first, that trying to define the term “error” is a bog
that quite easily generates unproductive discussions both among re-
searchers and between researchers and the consumers of research (such
as regulators, public policy makers, practitioners, and designers). If
one pays close attention to the muck in the bog of what is human error,
one sees great differences of perspective and many misconceptions with
respect to the evidence that has been gathered about erroneous actions
and system disasters. One sees that there is a huge breadth of the hu-
man performance and human-machine system issues that can become
involved in discussions under the rubric of the term “human error.” As
a result, one cannot get onto productive tracks about error, its relation-
ship to technology change, prediction, modeling, and countermeasures,
without directly addressing the varying perspectives, assumptions,
and misconceptions of the different people interested in the topic of
human error. Therefore, one of the first things that we provide is a
summary of the assumptions and basic concepts that have emerged
from the cross-disciplinary and international discussions and the re-
search that they provoked.
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We belicve that this is important in its own right hecause our experi-
enees in the last year or two indieate that the results of the cross-disci-
plinary work of the last 15 years have had remarkably little impact on
industries, cngineering groups that operate or develop systems, and
regulatory bodies. In addition, it does not secin to have impaeted deei-
sions about how 10 manage technology change or impacted public de-
bates over accidents and hazardous technologics. Don Norman ex-
pressed his frustration concerning the lack of impact on system design-
ers in a commentary for thc Communications of the ACM (Norman,
1990a). The newer research results have not penetrated very far, at
least not into the varicty of groups that we come into contact with.
Discussions of crror with or hy these groups cxhihit a set of “folk”
notions that are generally quite inconsistent with the results of the last
15 years. Not surprisingly, these folk theories are quite prevalent in
design, engincering, and practitioner conymunitics.

At the root, to us, the diversity of approaches to the topic of error is
symptomatic that “human error” is not a well defined category of hu-
man performance. Attributing error to the actions of some person, team,
or organization is fundamentally a social and psychological process
and not an objective, teehnical one. Chapter 6 discusses some of the
problems in attributing error after the fact, including the role of hind-
sight and outeome biases.

It is important to uncovcr implicit, uncxamined assumptions about
“human crror” and the human contrihution to system failures. Making
these assumptions explicit and contrasting them with other assump-
tions and research results can provide the impetus for a substantive
theoretieal and research debate. Taking into account the range of as-
sumptions and belicefs in different communitics about “human error”
and system disaster also aids communication with a broad audienee.
Our goal is to capture and synthesize some of the results of the recent
intense examination of the label “human crror,” particularly with re-
spect to cognitive factors, the impact of computer technology, and the
effect of the hindsight bias on error analysis.
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INTRODUCTION

The Human Error Problem

Disasters in complex systems, such as the destruction of the reactor
at Three Mile Island, the explosion onboard Apollo 13, the destruction
of the space shuttle Challenger, the Bhopal chemical plant disaster, the
Herald of Free Enterprise ferry capsizing, the Clapham Junction rail-
road disaster, the grounding of the tanker Exxon Valdez, crashes of
highly computerized aircraft at Bangalore and Strasbourg, the cxplo-
sion at the Chernobyl reactor, AT&T’s Thomas Strcct outage, as well
as more numerous serious incidents which have only capturcd local-
ized attention, have left the technologist perplexcd. From a narrow,
technology-centered point of vicw, incidents seem more and more to
involve mis-operation of cnginccred systcms that arc otherwisc func-
tional. Small problems seem to cascade into major incidcnts. Systcms
with minor problems arc managcd into much more severe incidents.
What stands out in these cases is the human element.

Human error is over and over again cited as a major contributing
factor or cause of incidents. Most people accept the term “human
crror” as onc catcgory of potential causes for unsatisfactory activities
or outcomes. Human error as a causc of bad outcomcs is used in cngi-
nccring approaches to the reliability of complex systems (probabilistic
risk assessment) and is widely used as a basic category in incident re-
porting systems in a variety of industries. For example, surveys of an-
csthetic incidents in thc operating room have attributed betwcen 70
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and 75% of the incidents surveyed to the human element (Cooper,
Newbower, and Kitz, 1984; Chopra, Bovill, Spierdijk, and Koornneef,
1992; Wright, Mackenzie, Buchan, Cairns, and Price, 1991). Similar
incident surveys in aviation have attributed over 70% of incidents to
crew error (Boeing, 1993). In general, incident surveys in a variety of
industries attribute high percentages of critical events to the category
“human error” (for example, see Hollnagel, 1993).

The result is the widespread perception of a human error problem.!
The typical belief is that the human element is separate from the
system in question and, hence, that problems reside either in the hu-
man side or in the engineered side of the equation (Woods, 1990b).
Incidents attributed to human error then become indicators that the
human element is unreliable. This view implies that solutions to a
human error problem reside in changing the people or their role in the
system. To cope with this perceived unreliability of people, the
implication is that one should reduce or regiment the human role in
managing the potentially hazardous system. Ini general, this is attempted
by enforcing standard practices and work rules, by exiling culprits, by
policing of practitioners, and by using automation to shift activity away
from people. Note that this view assumes that the overall tasks and
system remain the same regardless of the allocation of tasks to people
or to machines and regardless of the pressures managers or regulators
place on the practitioners.’

For those who accept human error as a potential cause, the answer to
the question, “What is human error?” seems self evident. Human error
is a specific variety of human performance that is so clearly and sig-
nificantly substandard and flawed when viewed in retrospect that there
is no doubt that it should have been viewed by the practitioner as sub-
standard at the time the act was committed or omitted. The judgment
that an outcome was due to human error is an attribution that (a) the
human performance immediately preceding the incident was unam-

'One aviation organization concluded that to make progress on safety, we must have a
better understanding of the so-called human factors which control performance simply
because it is these factors which predominate in accident reports (Aviation Daily, No-
vember 6, 1992). Similar statements could be extracted from many industries.

*The term practitioner refers to a person engaged in the practice of a profession or occu-
pation (Webster’s, 1990).
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biguously flawed and (b) the human performance led directly to the
negative outcome.

But in practice, things have proved not to be this simple. The label
“human error” is very controversial (e.g., Hollnagel, 1993). Attribu-
tion of error is a judgment about human performance. These judgments
are rarely applied except when an accident or series of events have
occurred that ended with a bad outcome or nearly did so. Thus, these
judgments arc made ex post facto, with the benefit of hindsight about
the outcome or near miss. This factor makes it difficult to attribute
specific incidents and outcomes to human error in a consistent way.
Fundamental questions arise. When precisely docs an act or omission
constitute an error? How does labeling some act as a human error
advance our understanding of why and how complex systems fail? How
should we respond to incidents and errors to improve the pcrformance
of complex systems? These are not academic or theoretical questions.
They are close to the heart of tremendous bureaucratic, professional,
and legal conflicts and are tied directly to issues of safety and respon-
sibility. Much hinges on being able to determine how complex sys-
tems have failed and on the human contribution to such outcome fail-
ures. Even more depcends on judgments about what means will prove
effective for increasing system reliability, improving human perfor-
mance, and reducing or eliminating erroneous actions.

Studies in a variety of fields show that the label “human error” is
prejudicial and unspecific. It retards rather than advances our under-
standing of how complex systems fail and the role of human practition-
crs in both suceessful and unsuccessful system operations. The inves-
tigation of the cognition and behavior of individuals and groups of
people, not the attribution of error in itself, points to useful changes for
reducing the potential for disaster in large, complex systems. Labeling
actions and assessments as errors identifies a symptom, not a cause;
the symptom should call forth a more in-depth investigation of how a
system comprising people, organizations, and technologies both func-
tions and malfunctions (Rasmussen et al., 1987; Reason, 1990;
Hollnagel, 1991b; 1993).

Consider this episode which apparently involved a human error and
which was the stimulus for one of earliest developments in the history
of experimental psychology. In 1796 the astronomer Maskelyne fired
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his assistant Kinnebrook because the latter’s observations did not match
his own. This incident was one stimulus for another astronomer, Bessel,
to examine empirically individual differences in astronomical obser-
vations. He found that there were wide differences across observers
given the methods of the day and developed what was named the *“per-
sonal equation” in an attempt to model and account for these variations
(see Boring, 1950). The full history of this episodc foreshadows the
latest results on human error. The problem was not that one person was
the source of errors. Rather, Bessel realized that the standard assump-
tions about inter-observer accuracies were wrong. The techniques for
making observations at this time required a combination of auditory
and visual judgments. These judgments were heavily shaped by the
tools of the day—pendulum clocks and telescope hairlines, in relation to
the demands of the task. In the end, the solution was not dismissing
Kinnebrook, but rather searching for better methods for making astro-
nomical observations, re-dcsigning the tools that supported astrono-
mers, and re-designing the tasks to change the demands placed on
human judgment.

The results of the recent intense examination of the human contribu-
tion to safety and to system failure indicate that the story of human
error is markedly complex. For example:

* the context in which incidents evolve plays a major role in

human performance,

« technology can shape human performance, creating the potential

for new forms of error and failure,

e the human performance in question usually involves a set of in-

teracting people,

* the organizational context creates dilemmas and shapes trade-offs

among competing goals,

« the attribution of error after-the-fact is a process of social judg-

ment rather than an objective conclusion.

Our Approach
The goal of this book is to go bchind the label “human crror.” It

may seem simpler merely to attribute poor outcomes to human error
and stop there; the swirl of factors and issues behind the label may
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seem very eomplex. But it is in the examination of these deeper issues
that one ean learn how to improve the performance of large, complex
systems.
There are three main themes that we will explore behind the label
of human error:
* the role of cognitive system factors in incidents (see Chapter 4),
* how the clumsy use of computer technology can increase the
potential for erroncous actions and assessments (sce Chapter 5),

» the hindsight bias and how attributions of error are a social and
psychologieal judgment process rather than a matter of objec-
tive fact (sce Chapter 6).

The book is organized into four basic parts. The first part, Chapter 2,
presents a set of basie premises or themes that reeur frequently through-
out the book and that summarize many of the important ideas behind
the label of human error. This chapter ean be interpreted in two ways. It
provides an introduction to the later chapters by presenting basic con-
cepts and recurring themes. This is important because many of the 